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	S.NO
	Name of the Topic
	Reference Books
	No. of Lectures Required
	Delivery Method
	Date

	
	UNIT – I
	
	
	
	

	1
	Introduction
	T1, R4


	1
	Chalk & Talk
	14-12-17

	2
	Strings, Alphabets , Languages, Operations
	T1, R4


	1
	Chalk & Talk
	15-12-17

	3
	Finite state machine,defination ,finite automata model
	T1, R4


	1
	Chalk & Talk
	18-12-17

	4
	*Lexical Analysis and Finite Automata Acceptance of strings and languages
	T1, R4


	1
	Chalk & Talk
	19-12-17

	5
	Deterministic finite automaton
	T1, R4


	1
	Chalk & Talk
	21-12-17

	6
	Non deterministic automaton 
	T1, R4


	1
	Chalk & Talk
	22-12-17

	7
	Transition diagrams and language recognizers
	T1, R4


	1
	Chalk & Talk
	23-12-17

	8
	Finite automata  :NFA WITH e transitions significance
	T1, R4


	2
	Chalk & Talk
	27-12-17

29-12-17

	9
	Acceptance of languages, Equivalence b/w NFA with and without E transitions
	T1, R4


	1
	Chalk & Talk
	30-12-17

	10
	NFA to DFA Conversion
	T1, R4


	1
	Chalk & Talk
	2-1-18



	11
	NFA to DFA Conversion
	T1, R4

	1
	Chalk & Talk
	3-1-18



	12
	minimization of FSM,equivalence b/w two FSM's
	T1, R4

	1
	Chalk & Talk
	4-1-18

	13
	Finite automata with output moore - melay machines
	T1, R4

	1
	Chalk & Talk
	6-1-18

	14
	Finite automata with output melay  - moore machines
	T1, R4

	1
	Chalk & Talk
	7-1-18

9-1-18



	
	UNIT – II
	
	
	
	

	15
	Regular languages: Regular sets, regular expressions
	T1, R4

	1
	Chalk & Talk
	10-1-18

	16
	Identity rules
	T1, R4

	1
	Chalk & Talk
	11-1-18

	17
	Constructing finite automata for a given regular expression
	T1, R4

	1
	Chalk & Talk
	12-1-18



	18
	Conversion of Finite automata to Regular expression
	T1, R4

	1
	Chalk & Talk
	17-1-18



	19
	Conversion of Finite automata to Regular expression
	T1, R4

	2
	Chalk & Talk
	19-1-17

20-1-18

	20
	Pumping lemma of regular sets, closure properties of regular sets
	T1, R4

	2
	Chalk & Talk
	22-1-18

24-1-18

	21
	Grammar formalism: left linear right linear grammars
	T1, R4

	1
	Chalk & Talk
	25-1-18



	22
	equivalence b/regular linear grammar and FA
	T1, R4

	1
	Chalk & Talk
	27-1-18

	23
	Inter conversion
	T1, R4

	2
	Chalk & Talk
	30-1-18

1-2-18

	24
	context free grammar, derivation tree, sentential forms
	T1, R4

	2
	Chalk & Talk
	2-2-18

3-2-18

	25
	Right most and leftmost derivation of strings
	T1, R4

	2
	Chalk & Talk
	6-2-18

12-2-18

	
	UNIT – III
	
	
	
	

	26
	Context free grammars: Ambiguity in context free grammars
	T1, R4

	2
	Chalk & Talk
	13-2-18

15-2-18

	27
	Minimization of context free grammars
	T1, R4

	1
	Chalk & Talk
	16-2-18

	28
	Chomsky normal form
	T1, R4

	1
	Chalk & Talk
	17-2-18

	29
	greiback normal form
	T1, R4

	1
	Chalk & Talk
	19-2-18

	30
	pumping lemma for context free languages,properties ofCFL
	T1, R4

	1
	Chalk & Talk
	20-2-18

	31
	Push down automata: push down automata,defination,model,acceptance of CFL
	T1, R4

	1
	Chalk & Talk
	21-2-18

	32
	Acceptance by final state and acceptance by empty state & its equalence
	T1, R4

	1
	Chalk & Talk
	22-2-18

	33
	Equivalence of CFL and PDA
	T1, R4

	1
	Chalk & Talk
	23-2-18

	34
	Interconversion
	T1, R4

	1
	Chalk & Talk
	26-2-18

	35
	introduction DCFL and DPDA
	T1, R4

	1
	Chalk & Talk
	27-2-18

	
	UNIT – IV
	
	
	
	

	36
	Turing Machine: Turing machine,definition,model
	T1, R4

	1
	Chalk & Talk
	28-2-18

	37
	Turing Machine: Turing machine,definition,model
	T1, R4

	1
	Chalk & Talk
	1-3-18

	38
	design of Turing TM
	T1, R4

	1
	Chalk & Talk
	2-3-18

	39
	computable functions
	T1, R4

	2
	Chalk & Talk
	5-3-18


	40
	recursively enumerable languages
	T1, R4

	2
	Chalk & Talk
	6-3-18

	41
	church’s hypothesis
	T1, R4

	2
	Chalk & Talk
	7-3-18

	42
	counter machine
	T1, R4

	2
	Chalk & Talk
	9-3-18

	43
	type of Turing machines
	T1, R4

	2
	Chalk & Talk
	12-3-18

	44
	linear bounded automata 
	T1, R4

	1
	Chalk & Talk
	13-3-18

	45
	CSL
	T1, R4

	1
	Chalk & Talk
	15-3-18

	
	UNIT – V
	
	
	
	

	46
	Computability theory: Chomsky hierarchy of languages
	T1, R4

	2
	Chalk & Talk
	16-3-18

	47
	*LR(0) items and DFA
	T1, R4

	1
	Chalk & Talk
	19-3-18

	48
	Decidability of problems,
	T1, R4

	1
	Chalk & Talk
	20-3-18

	49
	universal Turing machines
	T1, R4

	1
	Chalk & Talk
	22-3-18

	50
	undesirability of posts
	T1, R4

	2
	Chalk & Talk
	23-3-18

	51
	correspondence problem
	T1, R4

	1
	Chalk & Talk
	24-3-18

	52
	Turing reducibility,
	T1, R4

	1
	Chalk & Talk
	27-3-18

	53
	definition of P and NP problems
	T1, R4

	2
	Chalk & Talk
	30-3-18

	54
	NP complete and NP hard problems
	T1, R4

	1
	Chalk & Talk
	2-4-18


	55
	NP complete and NP hard problems
	T1, R4

	2
	Chalk & Talk
	3-4-18


Important questions – Unit wise:   




UNIT-I

1. Explain the Finite automation how the language constructs can be recognized? 

2. List out the Finite automata’s? 

3. Define: string, sub string, transitive closure and reflexive transitive closure? 

4. Describe the finite state machine with a block diagram. 

5. Construct DFA to accept the language of all strings of even numbers of a’s & numbers of b’s divisible by three over (a+b)*. 

6. Explain the procedure to convert NFA to DFA. 

7. What are the Finite automates with output and explain them with the suitable Examples. 

8. Explain the procedure to minimize the DFA for the given regular expression. 

9. a) Construct a Mealy machine similar to (well equivalent to except for Ms’s initial output) the following Moore machine.




0

1

	A

B

C
	B
	C
	0

	
	C


	B
	1

	
	A
	C
	0


b) Construct a Moore machine similar to the following Mealy machine.
	A

B

C
	B,0
	C,1

	
	C,1


	B,1

	
	A,1
	C,1


10. Give Mealy and Moore machines for the following processes: 

a) For input from (0 + 1)*, if the input ends in 101, output A; if the input ends in 110, output B; otherwise output C. 

b) For input from (0 + 1 + 2)*, print the residue modulo 5 of the input treated as a ternary (base 3, with digits 0, 1, and 2) number.
UNIT -II 

1. Define the Regular Expression. 

2. Write the Identity Rules for RE 

3. Construct the FA for the Regular Expression (a/b)*abb. 

4. Obtain the minimized DFA for the RE (a/b)*abb. 

5. Explain the Pumping Lemma for the regular sets. 

6. What are the properties of regular sets? 

7. Define the grammar and what are the types of grammars? 

8. Consider the grammar E->E + E | E * E | id. Write the right-most derivation and left most derivation for the sentence id*id+id. 

9. Explain right linear and left linear grammar, with a example? 

10. Construct a regular grammar G generating the regular set represented by a*b (a+b)*. 

11. If a regular grammar G is given by S aS/a, find regular expression for L (G). 




UNIT-III
1. What is an ambiguity? 

2. What does an ambiguity trouble in the CFG? 

3. What are the techniques used to minimize the CFG? 

4. Explain the CNF and GNF with an example. 

5. Explain Pumping Lemma for context free grammars? 

6.Explain the concept of push down automata? 

7. Write the push down automata to accept the language {ww* | w e {0, 1}} 

8. Explain the equivalence of CFL and PDA. 

9. Construct PDA equivalent to the following grammar: S aAA, A aS/bS/a. 

Show that the set of all strings over {a, b} consisting of equal numbers of a’s and b’s accepted by a PDA. 




UNIT- IV
1. Solve the problem using the TM, [anbcn | where n is an odd] 

2. Explain the steps required to design the TM. 

3. Explain the Counter machines with suitable example. 

4. Design a Turing Machine to accept the string that equal number of 0’s and 1’s. 

5. Design a Turing Machine to recognize the language {1n2 n 3 n /n≥1}. 

6. What is meant by linear bounded automata?



UNIT -V
1. Explain the Chomsky hierarchy of languages 

2. Explain the Universal TM? 

3. Explain the P and NP problems? 

4. Explain the Decidability of Problems. Give an example. 

5. Explain Post Correspondence Problem 
ASSIGNMENT QUESTIONS 
UNIT-I
1. a) Given L1={a,ab,a2} and L2={b2,aa} are the languages over A={a,b}. 

Determine i) L1L2 and ii) L2L1. 

b) Given A={a, b, c} find L* where i)L={b2} ii) L={a, b} and iii) L={a,b,c3}. 

c) Let L= {ab, aa, baa} which of the following strings are in L* 

i) abaabaaabaa and ii) aaaaabaaaab. 

2. Determine which of the following strings are accepted by the given Finite Automata 

i) 0011 ii) 0100 and iii) 0101011.



[image: image2.emf]
3. a) Define The following terms: i) DFA and ii)NFA. 

b) Design a DFA which accepts set of all strings containing odd number of 0’s and odd 

Number of 1’s. 

4. a) Convert the following NFA to DFA
[image: image3.emf]
b) Convert the following NFA with ԑ- transitions to without ԑ- transitions. 

[image: image4.emf]
5. a) Construct the minimum state automata for the following : Initial State :A Final State: D
	Q/∑
	a
	b

	A
	B
	A

	B
	A
	C

	C
	D
	B

	D
	D
	A

	E
	D
	F

	F
	G
	E

	G
	F
	G

	H
	G
	D


b) Design FA to accept strings with ‘a’ and ‘b’ such that the number of b’s are divisible by 3 

6. a) Design DFA for the following languages shown below: Σ={a,b} 

i) L= {w| w does not contain the substring ab}. 

ii) L= {w| w contains neither the substring ab not ba}. 

iii) L= {w| w is any string that does not contain exactly two a’s}. 

7. Design a Moore and Mealy machine to determine the residue mod 5 for each ternary string (base 3) treated as ternary integer.
8. Construct the Moore machine for the given Mealy machine

[image: image5.emf]
9. Construct the Mealy machine for the following Moore machine

	PRESENT STATE
	NEXT STATE

i/p=0   i/p=1
	OUTPUT

	q0 
	q1             q2
	q2 

	q1 
	q3             q2
	q2 

	q2 
	q2             q1
	q1 

	q3 
	q0             q3
	q3 


10. Design an NFA for the following 

i) L={ abaan | n≥ 1} 

ii) To accept language of all strings with 2 a’s followed by 2 b’s over {a,b}. 

iii) To accept strings with a’s and b’s such that the string end with bb. 

UNIT-II 
1. 
a)Define Regular Expression. 

b) List the Identity Rules of Regular sets. 

c) Prove the following 

i) ԑ+1*(011)*(1* (011)*)* = (1+011)* 

ii) (1=00*1)+(1+00*1)(0+10*1)*(0+10*1) = 0*1(0+10*1)* 

iii) (rs+r)*r=r(sr+r)* 

2. a) Explain equivalence of NFA and regular expression. 


(OR)
Prove that every language defined by a regular expression is also defined by Finite Automata 

  b) Construct DFA for (a+b)*abb. 

3. Find the regular expression accepted by following DFA
       a)

[image: image6.emf]
     b)

[image: image7.emf] 

4. a) State and prove pumping lemma for regular languages. Apply pumping lemma for following 

language and prove that it is not regular L={ambn | gcd(m,n) = 1}. 

b) Show that L= {an! |n>=1} is not regular. 

5. a) Obtain a regular expression to accept strings of a’s and b’s such that every block of four 

consecutive symbols contains at least two a’s. 

b) Give regular expression for representing the set L of strings in which every 0 is immediately 

at least two 1’s. 

c) Find the regular expression for the language L={a2nb2m|n≥0, m≥0}. 

d) Find the regular expression for L= {w | every odd position of w is a 1} 

6. a) Define Regular Grammar. Explain in detail obtaining a right linear and left linear grammar for the 

following FA. 

[image: image8.emf]
b) Find the right linear grammar and left linear grammar for the regular expression   (0+1)*010(1(0+1))* 

7. a) Explain the process of obtaining a DFA from the given Regular Grammar. 

b) Construct a DFA to accept the language generated by CFG: 

i) S01A, A10B, B0A|11. ii). SAa, ASb|Ab| ɛ. 
8. a) Define Context Free Grammar. 

b) i)What is CFL generated by the grammar S abB, A aaBb, B bbAa, A ɛ. 

ii) State in English about the language corresponding to below given grammar

SaB|bA, Aa|aS|bAA, Bb|bS|aBB. 

iii) Describe the language generated by the grammar SaAB, AbBb, BA| ɛ. 

c) i) Given the grammar G as S0B|1A, A0|0S|1AA, B1|1S|0BB. Find leftmost and rightmost 

derivation and derivation tree for the string 00110101. 

ii) Construct the leftmost, rightmost derivation and parse tree for the following grammar which 

accepts the string aaabbabbba SaB|bA, AaS|bAA|a, BbS|aBB|b. 

9. Write the Context Free Grammar for the following languages 

i) L= {anbn|n≥1} 

ii) L= {aibjck|i=j} 

iii) Language of strings with unequal number of a’s and b’s. 

iv) L= {aibjck| i+j=k,i≥0, j≥0} 

v) L= {wwR| w is in (a,b)* and wR is the reversal of w} 

10. a) Write and explain all properties of regular sets. 

b) State and prove Arden’s theorem. 
UNIT-III 
1. a) Discuss Ambiguity, left recursion and factoring in context free grammar. 

b) Check whether the following grammars are ambiguous or not? 

i) SaAB, AbC|cd, Ccd, Bc|d. 

ii) EE+E|E-E|E*E|E/E|(E)|a. 

iii) SaS|aSbS|ԑ. 

c) Explain the process of eliminating ambiguity. 

2. a) Explain minimization or simplification of context free grammars.      

   b) i) Eliminate Null productions in the grammar SABaC, ABC, Bb|ɛ, CD|ɛ, Dd
ii) Eliminate Unit productions in the grammar SAB, Aa, BC, Bb,CD,DE,Ea. 

iii) Find a reduced grammar equivalent to the grammar G whose productions are 

                  SAB|CA, BBC|AB, Aa, CaB|b.

c) Simplify the following grammar: SAaB|aaB, AD, BbbA|ɛ, DE, EF, FaS.
3. a) Explain Chomsky Normal Form. 

b) i) Find a grammar in CNF equivalent to the grammar S~S|[S∩S]|p|q. 

ii) Find a grammar in CNF equivalent to G= SbA|aB, AbAA|aS|a, BaBB|bS|b. 

4. a) Explain Griebach Normal Form 

    b) i) Convert the following grammar into GNF: EE+T|T, TT*F|F, F(E)|a. 

ii) Convert the following grammar into GNF: SBa|ab, AaAB|a, BABb|b. 

5. a) Explain and prove the pumping lemma for context free languages. 

    b) Show that the following languages are not CFL 

i) L= {aibj |j=i2} 
ii) L={anbncj|n≤j≤2n} 

    c) Consider the following grammar and find whether it is empty, finite or infinite 

i) SAB, ABC|a, BCc|B, Ca. 

ii) SAB, ABC|a, BCC|b, Ca, CAB. 

6. a) Define Push Down Automata. Explain its model with a neat diagram. 

    b) Explain ID of PDA 

   c) Construct a PDA which accepts

            i) L= {a3bncn|n≥0} ii) L={ apbqcm | p+m=q} iii) L= {aibjck | i+j=k;i≥0,j≥0}

7. a) Construct a CFG for the following PDA M=({q0,q1},{0,1},{Z0,X},δ,q0,Z0,ф) and δ is 

Given by 

δ (q0,1,Z0)=(q0,XZ0), δ (q0,ԑ,Z0)=(q0, ԑ), δ (q0,1,X)=(q0,XX) 

δ (q1,1,X)=(q1, ԑ), δ (q0,0,X)=(q1,X), δ (q1,1,Z0)=(q0,Z0). 

b) Construct PDA for the grammar SaA, AaABC|bB|a, Bb, Cc. 

8. a) Construct a Two Stack PDA which accepts L={anbncn|nɛN} 

b) Design a Two Stack PDA which accepts L={anbnanbn | nɛN } 

9. a) Differentiate Deterministic PDA and Non- Deterministic PDA.

b) Explain acceptance of PDA by empty state and final state. 

c) Prove the equivalence of acceptance of PDA by empty state and final state. 

10. a) Explain the closure properties of Context Free Languages. 

b) Design a Non Deterministic PDA for the language L={0n1n| n≥ 1}.
UNIT-IV 
1. a) Define Turing Machine. Explain its model with a neat diagram. 

b) Explain ID of a Turing Machine. 

c) Design a Turing machine which accepts the following languages 

i) L= {anbncn | n≥0}. 

ii) L= {a2nbn | n≥1}. 

iii) accepting palindrome strings over {a ,b}. 

2. a) Explain how a Turing Machine can be used to compute functions from integers to integers. 

b) Design a Turing Machine to perform proper subtraction m – n, which is defined as m-n for 

m ≥ n and zero for m < n. 

c) Design a Turing Machine to perform multiplication. 

3. Design a Turing machine to compute the following 

a) Division of Two integers b) 2’s complement of a given binary number 

4. Design a Turing machine to compute the following 

a) x2 b) n! c) log2 n 

5. a) Explain in detail various types of Turing Machines. 

b) List the properties of Recursive and Recursively Enumerable Languages. 

c) Explain the following 

i) Church’s Hypothesis ii) Counter Machine.

UNIT-V 
1. Explain the Chomsky Hierarchy with a neat diagram. 

2. Explain in detail the Universal Turing Machine. 

3. Explain the following 

a) Decidability b) Post Correspondence Problem c) Turing Reducibility 

4. Explain P and NP Classes. 

5. a) Define NP-Complete and NP-Hard Problems. 

b) Explain some NP-Complete Problems in detail.
BOOKS REFERED BY FACULTY :
T1 :Hopcroft H.E. & Ullman J.D., ‘Introduction to Automata Theory Languages and Computation’ - Pearson Education.

T2 :  Thomson, ‘Introduction to Theory of Computation’,-Sipser 2nd edition
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